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Performance Evaluation

In this issue of the Integrity Journal the main theme is performance evaluation with how it should be used in capacity planning.  These two subjects go hand-in-hand, but some people are shortsighted in considering only performance evaluation to get relief from a current situation of a slow system and not using the data in planning for the future.


For some, performance evaluation is useful in sizing a computer; for others it is useful in eliminating bottlenecks and getting some temporary performance boost; for still others it is useful in the overall on-going capacity plans of the institution.  As always feedback from our readers is welcome and we find it useful to know what you think and we do consider future articles and topics based on your comments and suggestions.  Check out our web page under technical tips to view other performance improvement ideas.

FYI 


I recently noticed in Health For Life:

Signs of Caffeine Addiction

· You drink coffee daily.

· Without it you feel irritable and can’t 

     concentrate.

· Your energy picks up after the morning cup 

     and disappears by late afternoon.

· You feel sluggish and get a headache when 

     you go without coffee for 24 hours.

Coming Communications

Integrity Services has obtained a new domain web address and will be using it and e-mail communication differently in the future to allow an exchange of information with the Unisys community of users.  In order to better serve you, we invite you to submit your e-mail address to us.  More information will be forthcoming.  Currently, individuals submit resumes to us and companies occasionally contact us to obtain these resumes.  We are planning to transfer this to the web page in the future along with other user oriented features.


Performance Tools

It is fundamental to the performance evaluation process that software tools be used to obtain utilization data to be examined.  Good data is imperative.  Making subjective guesses can be damaging to the performance analysis process and very costly in buying wrong or unnecessary computer equipment.  One of the sad byproducts of guesswork is that those who use it and spend unnecessary money often think that they are right in their decisions and that they have done the best thing for their employer.

One may get some basic system data from the use of the ODT commands ‘U’, and ‘CU’.  These commands give information about a very small window in the cycle of operations that take place on your computer.  The information gained from these commands is about CPU, I/O, and memory and can be useful at times.  But, to get a thorough understanding of the resources that your computer is using requires the use of software that is not part of the standard system software.  This software may be purchased, leased, or used as part of a service by a performance specialist.

Very few small to medium computer sites have the software or someone on staff knowledgeable in the understanding of the data produced by performance software.  Most large computer sites have software and personnel who can understand at least the basics of performance evaluation.  In fact most performance specialists work for clients of Unisys.  There are a few that are employed by Unisys (they are usually hard to find) and there are performance consultants, but they are also few in number.  Don’t get me wrong; there are many people who pass themselves off as specialists in performance analysis or companies who use unqualified personnel as performance specialists; but the reality is that there are very few qualified personnel in this capacity that do not work for a private company that is not a vendor.

There are several performance products in the Unisys computer arena that have been developed by many different companies.  Most of the products that I have seen will give good basic information about how the resources of a computer are being used.  The basic areas that are really important are processor usage, memory usage, I/O usage (mainly disk usage), and data communications or network usage.  These are fundamental and usually tell the whole story.

In addition to the basic information, there are a growing number of software packages that produce fancy charts of data flow – many on PCs attached to the main computer.  In fact, today it is easier to observe much graphic information that is attractive to the user than useful information that can be used to eliminate bottlenecks, size computers, and feed capacity planning purposes.  Some of the new wave of PC graphics can be used to see trends and spot problems.

Let me relate an age-old computer concept that is definitely applicable to the performance industry.  Programmers from former days produced many fancy techniques and products that may be classified in one of two ways – clever or cute.  Many software implementations are clever and produce great results.  Others are cute and deceive people into believing that they have something useful when they don’t.  Sometimes there is a very fine line between the two.  Performance software has not escaped these two classes of implementation.  Keep this in mind when you evaluate any software, including performance software.

To be effective in performance requires that a specialist have a philosophy of how to approach the task.  The philosophy must embrace goals and tasks to accomplish these goals.  One must know what information is important to establish an effective baseline performance study and what is needed for an on-going capacity plan and evaluation.  There are different philosophies that have produced different software packages.  This is true with performance software, security software, banking software, any software.  Now the user of the software must agree in philosophy with the software writer or there could be a great discrepancy in what data is used in the study and what conclusions are derived from it.

I will now discuss my own philosophy and how I developed the current Integrity Services’ Utilization Software.  I have used several different performance software packages in the last 25 years.  Of course, some have been better than others; but I did not find one to suit me totally in all areas of the presentation of data that I wanted to examine in order to produce what I consider a complete analysis.

The information that I consider as necessary is a combination of reports of utilization information.  I want to see processor usage graphed over time, memory usage graphed over time, and I/O usage graphed over time.  Most software will give this information, but not in the detail that I desire.  The detail that is helpful to me is a continuous graph with points every 10 seconds.  The second phase of this information that is important is to view these three graphs side by side.  The information is much more meaningful when viewed together, not on separate pages that cannot be placed beside each other.

To do detailed analysis these graphs must be detailed.  A graph of processor use for a whole day on one page might be nice, but doesn’t help me see the impact of tasks and jobs run on the system.  Now to make these data more meaningful requires a mix summary of tasks run with the resources that each task is using over small periods of time.  In this way individual programs and interaction of programs can be analyzed and modified as necessary to improve performance.  Graphs and tabular information that summarize large periods of time can be used to sell computers, but they are not useful in improving performance on an existing system.

In addition to graphic information, I require summary analysis of data of every significant resource needed to properly view, by analysis, what is happening during snapshots of the day.  In my experience the best snapshots of time are 15 minutes for mix information and 30 minutes for all other information.  Shorter periods of time are too detailed and can better be viewed in the previous graphs that have been mentioned.  Longer periods of time cause the information to be less useful for snapshot purposes and become less meaningful over longer periods of time.  Again, a sales person could use this information to sell computers, but performance specialists need meaningful data to perform a proper analysis so that recommendations can be made to improve performance on the current computer and project resource needs for the future.

What I want to see in 30 minute snapshots is tabular raw data that shows the processor use in 8 categories, ready queue data to see what additional resources may be required, I/O data to get a good feel for the I/O subsystem, and memory information in 4 different categories.  In addition to this information, the most desirable information for me is a 30 minute snapshot of the disk subsystem where I can view the queued I/Os, the amount of data transferred, and the number of reads and writes performed.  Other types of peripherals may be added to this list and the information is helpful at times, but it is imperative to have this information to properly analyze the disk subsystem, which is often the biggest contributor to a poorly running computer.

PC graphics can give one a subjective feel for how a computer is behaving currently or over a small period of time, but detailed reports of raw and analyzed data are needed to give an objective view of the computer system over time.  Having stated the above tasks that I desire to use, I would now like to conclude by stating goals that I believe drive the whole process.

Resource utilization data must contain complete statistical information regarding all resources of a computer system.  The base line study must produce a starting point where one can explain what is currently happening with the computer and how to improve that situation.  The basic purpose of performance analysis is to produce ways to improve system performance and the purpose should not be to get a new computer, even though results may point in this direction.  This information should feed into a capacity plan where needed resources should be identified at time intervals so that planning is used to enhance the computer system when needs will occur in the present and future.  If you wait for a computer to slow down then your plan, or lack of a plan, is not working in your best interests.

Performance analysis causes a capacity plan to begin and should be an ongoing part of the continuing capacity plan.  One should reanalyze the computer system at intervals of time to reevaluate the capacity plan to make sure that everything is progressing according to plan.  As new factors affect the course of business and these in turn affect the use of a computer, then the capacity plan must be adjusted accordingly.  The interval of time depends on the size of the company and its computer and the ways in which business changes.  Daily, weekly, and monthly are all used by businesses to gather performance data.  Trends can be seen and the capacity plan adjusted, as needed.  Professional analysis should be accomplished (whether in-house or outside) about every six months.  Some smaller businesses can stretch this to one year if most of their tasks are fairly static.

I have been asked to evaluate many computer systems when it appears that a client has “run out of gas.”  I highly recommend that performance evaluation begin long before this.  It should start with a base line study when a new computer is installed.  Nevertheless, in about 75% of the computers that I have analyzed which are “out of gas”, I have been able to show how the performance of these computers can be improved so that clients will get at least one or two more years of service out of their current computer.


Temporary vs Permanent Performance Issues

There are times when many computer systems slow down temporarily and then resume normal functionality.  These systems can generally be helped by finding the source of the problem or bottleneck and supplying a remedy.  Consider the following procedures:

Procedures For Temporary Degradation

1. Check processor usage via U command.

2. Check memory usage via CU command.

3. If an on-line user has complained because of slow response time, examine other 

     stations, lines, and communication processors to see if it is localized or across the 

     entire network.

4. See if any unusual programs are running.  Run Monitor to get a mix snapshot.

5. See if any programs that are known to impact the system are running.


   6.  Check the log to see if any hardware failures or retryable errors are causing the 

                  system to function abnormally.

Use: LOG IOSUMMARY NSP and examine reports.


   7.  Note times of slow down and return to normal.  If U/Collector is running, 


        examine mix status and utilization reports for the time period.

   8.  If System/Doctor is running, set ONRE (On-line Resource Evaluation) and

                  examine the reports produced.

Note:  The System/Doctor, U/Collector, and Monitor are programs that come with the Integrity System Doctor Package and should give you all the information necessary to observe the performance of your system, the individual components, and the programs.  The Incident program will report on system reliability and downtime with statistical analysis.


 Integrity System Doctor

Total Peace of Mind (Nothing like it)


Standard Security Package
- See Below


Utilization Software

- Comprehensive Performance Monitoring


Monitor


- Interactive mix monitoring


Integrity Utility Program
- Many Unique Functions including secured code 

  files


Incident Reporting

- Graphic and Tabular


Calculator


- Robust Functions


Instant Alarms

- Aborts, Waiting Tasks, etc.

Standard Security Package


Log Reporter


- Comprehensive Security Reports (One of a kind)


Security Virus Software
- Locate and Secure all Dangerous Programs


Cande Audit


- Audit all Cande Commands


Marc Directives

- Eliminate ‘GO’ Command and Other Functions

Internet Security Package


Standard Security Package
- See above


Password Management
- Password Aging with Robust list of Functions


Supervisor


- Many Functions including ODT audit
We have come to the conclusion that an independent and personal consultant is in the best interest of every Unisys customer to evaluate all computer related decisions, sales proposals, and recommendations that you consider.  We will work for you with an unbiased view toward your interests and objectives.  We will make sure that you get the right system, the right configuration of that system (a very common mistake), and the right software services with a new or existing ClearPath or A Series computer system.

  
To contact us at Integrity Services for inquiry, services, software, or to schedule seminars and conferences you may write to:  Integrity Services Inc.  10 Radnor Road Newark DE   19713 or call us at 302-738-7808.  Our e-mail address is jkite@dca.net, or visit our web page at http://www.dca.net/Integrity
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New Features


After recently implementing a reporting mechanism to identify intrusion from internet or local networks this fall, Integrity Services will implement an instant alarm in the Integrity System Doctor that will notify users when an intruder first touches your computer.  This cannot be accomplished externally on servers or internet servers.  The current approach identifies and isolates these intruders, should any gain access to your computer.
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On-Line Resource Evaluation





Performance evaluation can also be done on a real-time basis.  You may specify thresholds and have a monitor running in the background that examines system resources, compares them with thresholds that you have established, and notifies you that a situation exists where a threshold has been exceeded.





Notification can be at the ODT, a designated station, or a pager.  A relevant performance graph or chart can be attached to the message.  An example to demonstrate the usefulness of this method would be to provide a one-page list of all programs in the mix for the last 10 minutes and the resources they used over that period of time sorted by the resource exceeded – such as processor, memory, ready queue, or I/O.  You will have provided a threshold for a resource such as processor use > 90% for 10 minutes.








Efficiency in Disk Pack Subsystems





Efficiency in disk packs can be accomplished in three ways:





Spreading files across as many disk pack units as possible. The MCP is more efficient in using multiple pack families than any person can be in designing pack file layouts to single family units. Use multiple pack families as much as possible. The benefit is that files spread among many packs can do multiple I/Os almost simultaneously. Large disk packs with many files slow processing down because of single-threading I/Os.





Cache buffering speeds up I/Os because the more buffering that is available, the more data that can be read at microseconds instead of milliseconds (IC chip speed versus magnetic disk speed). Large (256MB or more) cache memory front ends make disk subsystems operate with a high number of I/O operations in any given time period.





Mirror disk. It is hard to say too much about the benefits of mirrored disk.  While most people consider mirroring disk to create redundancy for continuous operations, one of the main benefits of mirroring disk (Raid 1 disk) is that performance is improved for the same reason that multiple pack families improves performance – there are more disk units from which to do I/O operations.  Most disk operations are reads.  Even when an update operation is begun, most of the I/Os are read operations in gathering information before doing a write operation.  The double write operation in mirroring is almost always no more inefficient that a single write because most NX clients do not fully use the I/O processor.  It is a powerful unit 


      and hard to fully utilize.  If in doubt, examine the disk subsystem and look at  


      the read-to-write ratio on your disk packs.  Raid 1 disk is mirroring and 


      increases disk performance.  All other Raid implementations implement 


      redundancy at the expense of performance.





Integrity Services Background





Joseph Kite is the founder of Integrity Services and has over 30 years experience on Unisys ClearPath and A Series computers and their predecessors (24 years with Burroughs and Unisys).  He has been extensively involved in customer support and services.  His specialties have included system software installation and upgrades, performance analysis and capacity planning, designing and implementing system security, data communications design and implementation, and system planning and configuration.


	Joe has been involved in training and education throughout his time with Unisys and Integrity Services.  Technical presentations have included operations management, new product release information, a disk subsystem overview, performance analysis, security seminars, and supervisor operations. 








Services Available:





Performance Evaluation, Sizing,       


       or (System Utilization Study)


Security Appraisal


Growth Plan (Capacity Planning)


System Planning and Configuration


Network, Data Communications 


       Design, and Implementation


Software Package Evaluation


Operations Analysis


System Software (MCP) Installations 


      and Upgrades





Software Available from Integrity Services:
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